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What is 
Privacy?



Approaches to Protecting User Privacy

Federated LearningData Anonymization
Differential Privacy

Build protection 
within the model

Protect the data
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Data Anonymization

Data processing technique that removes or modifies 
personally identifiable information; it results in anonymized 

data that cannot be associated with any one individual. 



Differential Privacy

“You will not be affected, adversely or otherwise, by allowing 
your data to be used in any study, no matter what other 
studies, data sets, or information from other sources is 

available”



Federated Learning
Machine Learning technique for training models on data to 

which we don’t have access.
Type of remote execution where models are sent to remote 

data-holding machines (such as smartphones or IoT devices) 
for local training. 



Data 
Anonymization



https://www.netflixprize.com/




Federated 
Learning



Federated Learning 
(Collaborative Learning)

Machine Learning technique for training models on data to 
which we don’t have access.

Type of remote execution where models are sent to remote 
data-holding machines (such as smartphones or IoT devices) 

for local training. 



Infographics Make Your Idea
Understandable…

Mercury
Mercury is the closest 
planet to the Sun

Jupiter
Jupiter is the biggest 
planet of them all 

Neptune
Neptune is the farthest 

planet from the Sun

Saturn
Saturn is the ringed 
one and a gas giant
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https://ai.googleblog.com/2017/04/federated-learning-collaborative.html


Procedure
Modeling
Main model ready to 
train and hosted in the 
cloud

Distribution
The cloud-hosted model is 
downloaded to each device

Training
The global model is trained 
on a local environment with 
user usage of the device

Upload
Trained local models 
are uploaded to the 
cloud
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Aggregation
All trained updates are 
aggregated to form a 
consensus change
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Update
Main model is updated 
with the aggregation of 
individual trained models
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Protocols

Interactive cryptographic 
protocol for computing sums of 

masked vectors, like model 
weights. 

It works by coordinating the 
exchange of random masks 
among pairs of participating 
clients, such that the masks 
cancel out when a sufficient 

number of inputs are received. 

Promise: 
“You will not be affected, 

adversely or otherwise, by 
allowing your data to be used in 
any study, no matter what other 

studies, data sets, or 
information from other sources 

is available”.
“The Algorithmic Foundations of Differential 

Privacy” by Cynthia Dwork and Aaron Roth

Secure 
Aggregation

Differential
Privacy

https://www.cis.upenn.edu/~aaroth/Papers/privacybook.pdf
https://www.cis.upenn.edu/~aaroth/Papers/privacybook.pdf
https://research.google/pubs/pub47246/


Examples



Siri (Apple)
Voice recognition

Gboard 
(Google-Android)

Text recognition

Alexa (Amazon)
Voice recognition



Tools



https://www.tensorflow.org/federated/federated_learning
https://blog.openmined.org/upgrade-to-federated-learning-in-10-lines/
https://docs.google.com/file/d/1lMSA0BC2y635R7JXoyZz6YgOpav2o3Zv/preview
https://www.openmined.org/
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Do you have any questions?
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● The 'Re-Identification' of Governor William Weld's Medical Information: A Critical Re-Examination of Health 

Data Identification Risks and Privacy Protections, Then and Now

● Robust De-anonymization of Large Sparse Datasets

● De-anonymization of Netflix Reviews using Amazon Reviews

● OpenMined

● Privacy-Preserving Data Science, Explained — OpenMined

● Federated Learning — Google

● Privacy Preserving AI (Andrew Trask) | MIT Deep Learning Series

● Differential Privacy + Federated Learning Explained (+ Tutorial) 

● Private AI Mini Course - Udacity

● Practical Secure Aggregation for Privacy-Preserving Machine Learning

● The Algorithmic Foundations of Differential Privacy (Book)

● How Apple personalizes Siri without hoovering up your data

Resources

https://www.researchgate.net/publication/255726672_The_'Re-Identification'_of_Governor_William_Weld's_Medical_Information_A_Critical_Re-Examination_of_Health_Data_Identification_Risks_and_Privacy_Protections_Then_and_Now
https://www.researchgate.net/publication/255726672_The_'Re-Identification'_of_Governor_William_Weld's_Medical_Information_A_Critical_Re-Examination_of_Health_Data_Identification_Risks_and_Privacy_Protections_Then_and_Now
https://www.cs.utexas.edu/~shmat/shmat_oak08netflix.pdf
https://courses.csail.mit.edu/6.857/2018/project/Archie-Gershon-Katchoff-Zeng-Netflix.pdf
https://www.openmined.org/
https://blog.openmined.org/private-machine-learning-explained/
https://federated.withgoogle.com/
https://www.youtube.com/watch?v=4zrU54VIK6k
https://www.youtube.com/watch?v=MOcTGM_UteM
https://www.udacity.com/course/secure-and-private-ai--ud185
https://research.google/pubs/pub47246/
https://www.cis.upenn.edu/~aaroth/Papers/privacybook.pdf
https://www.technologyreview.com/2019/12/11/131629/apple-ai-personalizes-siri-federated-learning/

